Automated Detection of Solar Panel Defects Using Deep Learning
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	Abstract
High temperature differentials and external pressures pose significant challenges in the production of photovoltaic (PV) cells for the solar energy sector. These flaws are often evaluated manually, which can lead to issues such as human error, fatigue, and increased costs. To address this challenge, our research focuses on using deep learning methods for the automatic identification of defects in PV modules. We designed and analyzed two distinct models: a custom-built Convolutional Neural Network (CNN) and an adapted, pre-trained InceptionV3 model. To distinguish between healthy and unhealthy PV cells, we conducted an experiment with a dataset of 2,624 electroluminescence (EL) images, performing a binary classification task. While the custom CNN achieved an impressive accuracy of 89.47%, it was slightly outperformed by the InceptionV3 model, which reached an accuracy of 90.88%. These results highlight the potential of both custom-designed and pre-trained deep learning models for defect detection in PV modules, depending on resource availability, computational capacity, and the requirements of the specific application. This study underscores the growing importance of machine learning software in the advancement of renewable energy systems.
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1. Introduction 
Renewable energy sources and solar power in particular, have emerged as key players in the fight against climate change and carbon emissions [2]. Photovoltaic (PV) cells, which turn sunlight into electricity, are at the center of this movement. However, surface flaws such as micro-cracks can arise in PV cells due to the complexity of the manufacturing process [1]. These flaws can have a major effect on solar panels' efficiency, reducing electricity production and shortening their lifespan [5]. Manual inspections have traditionally been used to spot these flaws, but they are time-consuming, inconsistent, and fraught with human error [3].
Due to technological progress, automated approaches for flaw identification in PV cells are being investigated. The goal of these techniques is to improve upon manual inspections by offering more precise, trustworthy, and time-efficient means of finding flaws [4]. The use of electroluminescence (EL) photography has been a noteworthy step forward in this area, enabling the detection of flaws that are not immediately apparent by the human eye [6, 7, 8]. However, improvements are needed before this technology can fully realize its potential in the area of fault identification.
In this regard, deep learning—and in particular the application of Convolutional Neural Networks (CNNs)—has emerged as a useful technique. In recent years, convolutional neural networks (CNNs) have been extensively used to evaluate EL pictures of PV cells [9, 10, 11] because to their efficacy in image identification and classification tasks. CNNs are ideally suited for detecting small flaws in PV modules due to their capacity to learn complicated patterns and characteristics from data. To improve defect identification in PV cells, scientists have experimented with a wide range of deep learning architectures, from custom-built models to modifications of established frameworks like InceptionV3 [12, 13, 14]. These models have demonstrated potential in boosting the accuracy and efficiency of fault identification, consequently adding to the overall dependability of solar power systems.
We want to add to these previous successes by designing and contrasting a novel CNN model with a modified version of the InceptionV3 model for PV module fault detection. Our method entails using a dataset including pictures of solar panels with different kinds of defects to train and evaluate these models. Through this comparison research, we want to evaluate the usefulness of these models in automating the defect detection process, hence enhancing the accuracy, reducing the labor costs, and overcoming the limits associated with human inspections.
A-	Dataset
[bookmark: _GoBack]In this study, we employed a database including 2,624 high-resolution EL images of monocrystalline and polycrystalline PV modules. One of 44 different PV modules was used to capture each of the 300 pixel short images.
Buerhop-Lutz et al [6]. used their knowledge to divide the dataset into two categories: pictures with no flaws ('None Defected'; 1,508 images) and images with defects ('Defected'; 715 images). Due to the importance of distinguishing between healthy and unhealthy PV cells, we have posed this task as a binary classification problem. Figure 1 shows Typical (A) and deficient (B) photovoltaic (PV) cell surfaces.
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Figure 1. Photovoltaic (PV) cells with normal (A) and flawed (B) surfaces

2. Literature Review
Transparent solar panels are gaining popularity as a viable renewable energy option because of their decreasing prices. Large-scale solar power plant efficiency may be maintained with the use of defect detection methods, such as the detection of micro-cracks in photovoltaic modules. To prove that UV fluorescence can detect faults in solar panels on residential rooftops in Boulder, Colorado, Gabor et al. [19] used a pole-mounted UV flash camera system. This technique worked quite well for a wide range of panel types and ages. Together with a UAV fitted with a thermal camera and GPS, Han et al. [20] presented a deep learning strategy based on an improved YOLOv3-tiny model. This system outperformed the industry-standard YOLOv3-tiny model in defect identification with an accuracy of 96.45%.
By analyzing RGB photos, Espinosa et al. [21] showed that CNNs can automatically diagnose physical problems in PV plants, with an average accuracy of 75% for two classes and 70% for four classes. Attaining 90% AUC on benchmark EL image datasets, Acharya et al. [13] proposed a deep Siamese CNN for defect classification in solar cells. Using models like Inception-v3 and ResNet50-v3, Rahman et al. [23] were able to identify micro-cracks in EL pictures of PV modules with an accuracy of over 96%. The CNN-based architecture used by Akram et al. [9] achieved 99.23% accuracy, however this may not be applicable outside of their small dataset.
Mathias et al. [24] analyzed 2000 EL photos using perspective modification and textural analysis, reaching good accuracies with both SVM and neural networks. Replicating this model yielded impressive results for Winston et al. [25], including an F1-score of 94.6%. Last but not least, Xue et al. [27] employed fuzzy c-means clustering in conjunction with AlexNet CNN to accurately detect concealed cracks [28].
These advancements in deep learning for fault identification in PV modules constitute a significant milestone for solar energy technology. They not only address the solar industry's immediate demands, but also provide the groundwork for advances in automated problem identification in the future, highlighting solar power's vital role in the world's most promising energy sources.

3. Methodology
In this study, we set out to develop robust computational models for PV cell characterization and defect diagnosis. Our models were developed with excellent accuracy and efficiency in mind, taking into account the large number of PV cells used in real-world applications. A Custom Convolutional Neural Network (CNN) and the InceptionV3 model are two examples of the types of computational models covered in detail by the technique. Through the use of various tools and techniques, such as data purification, architectural design, training methodologies, and assessment benchmarks, we take a scientific approach to the process, beginning with the collection of raw EL pictures and ending with the evaluation of the produced models. This strategy is based on the most cutting-edge findings and established practices in the fields of deep learning and image analysis.Figure 2 shows General flow chart of the proposed models.
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Figure 2: General flow chart of the proposed models
3.1 Preprocessing Techniques:
The ELVP database included the collection of grayscale photos of photovoltaic (PV) modules with varied degrees of deterioration. A multi-stage picture preparation pipeline, including the following steps, was designed to improve the characteristics of interest and reduce noise: The Preprocessing Stage Flowchart is depicted in Figure 3.
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Figure 3  : Flowchart of the Preprocessing Stage.
Because of its improved edge detail retention, Contrast Limited Adaptive Histogram Equalization (CLAHE) was employed to improve photos of PV modules subjected to varying lighting and texturing. Image clarity was further improved by removing random noise with a Gaussian Blur filter (5x5 pixel kernel). A 3x3 kernel-sharpening filter was used to boost the high-frequency edge components and so improve the perceived sharpness of the edges. The calibrated preprocessing processes greatly enhanced feature visibility and noise reduction, allowing machine-learning algorithms to detect defects with higher precision.
Data augmentation techniques were used to deal with the handful of flawed photos present in the collection. Modifying contrast, brightness, saturation, and picture orientation were among the methods used to avoid model overfitting and improve generalizability. Contrast enhancements mimicked different lighting situations to bring out previously hidden elements. With an increase from 715 to 1,668 flawed photos, the dataset now provides a bigger and more diverse training pool. Similar augmentation techniques, such as rotation, axis flip, Gaussian blur, and contrast enhancement, were also used to the small training set of the ELPV dataset. These techniques increased the variety of defect manifestations, which is critical for improving the models' generalizability and avoiding overfitting.

3.2 Custom CNN Model architecture
High-resolution electroluminescence imaging of photovoltaic cells is the focus of the study, which uses a Custom CNN Model architecture developed especially for this purpose. Convolutional layers with 3x3 filters of sizes 32, 64, 128, and'same' padding to maintain spatial dimensions follow the Image Input Layer for 300x300x3. Incorporating non-linearity and improving feature extraction, batch normalization and ReLU activation are provided. To lessen the need for storage space and processing power, we implement Max pooling layers with a pool size of 2 x 2 and a stride of 2. The design closes with a fully connected layer for binary classification, a softmax layer for class probability, and a classification layer for choices. This setup strikes a good compromise between complexity and efficiency, making it useful for applications like flaw detection in PV cells.
Tuning the learning rate, number of epochs, and batch size during training and compilation of the CNN improves its effectiveness. The effectiveness of feature extraction is directly affected by the architecture's layers and filters. Activation functions like ReLU, sigmoid, or tanh add non-linearity, allowing the model to capture complicated patterns. Minimization of the loss function is affected by the selection of optimizer, such as Adam or SGD. These tweaks are essential to assure the model's efficacy for certain tasks, balancing learning efficiency with prediction accuracy. Table 1 contains the specifics of these options.
Table 1. Settings for Training and Compilation
	Parameter
	Value

	Optimizer
	Adam

	Loss Function
	Categorical Cross-Entropy

	Performance Metric
	Accuracy

	Batch Size
	32

	Number of Epochs
	30

	Validation Split
	Typically 0.2 (20% for validation)



3.3 InceptionV3 model architecture
The study uses the InceptionV3 architecture, which has 23.8 million parameters and strikes a good balance between complexity and layer count. The scale and intricacy of patterns are improved by the use of varying filter sizes within the same layer. In comparison to AlexNet and VGG, this model has fewer parameters while providing a more comprehensive representation of features. Including three sets of Inception layers and two grid-thinning components, its 350 connections make it stand out.
The final result is the result of extracting various functional levels via a fully connected (FC) layer, which is the result of global average pooling. The input layer handles 299x299x3 pictures, and there are 94 convolution layers with varied filter sizes. Particularly, a scaling layer is ideally positioned after the input layer, which results in a first convolution layer with a weight matrix of 149x149x32 dimensions.
The InceptionV3 model's complete training and compilation parameters are presented in Table 2. This architecture shines in complex machine learning applications that need in-depth picture analysis.
Table 2. Training and Compilation Parameters
	Parameter
	Typical Value/Setting

	Batch Size
	32

	Optimizer
	Adam

	Learning Rate
	0.001

	Loss Function
	Cross-entropy 

	Epochs
	30

	Metric(s) for Evaluation
	Accuracy, Precision, Recall, F1 Scor.

	Validation Split
	Typically 0.2 (20% for validation)


4.	Results and Discussion
Two deep learning models, the Custom CNN and InceptionV3, were evaluated and compared in this work, with both having been trained using data from photovoltaic cells. Accuracy, F1-Score, Precision, and Recall all hovered around 89.5%, demonstrating the Custom CNN's all-around excellence. This harmony indicates a model with somewhat superior precision, with a little more weight placed on the precision of positive predictions. Figure 5(A) displays the confusion matrix, which confirms this model's efficacy, especially in detecting faulty cells, which is essential in quality control settings.
While both the Accuracy and F1-Score of the InceptionV3 model were over 90%, the Recall was significantly higher at 92.38%, demonstrating the model's remarkable ability to generalize and accurately identify new data. According to the metrics presented in Table 3, InceptionV3 excels at detecting the positive class (defective cells) while avoiding false-positive results. This is essential for preserving the dependability of solar systems by preventing the accidental overlooking of damaged cells.
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(a) Custom CNN Performance                                   (b) InceptionV3 Performance
Figure 4. Custom CNN and InceptionV3 Performance
Figure 4(b) further underscored the strong performance of the InceptionV3 model, with high Recall and F1-Score indicating a well-tuned balance between sensitivity (true positive rate) and specificity (true negative rate). The confusion matrix in Figure 5(b) visually reinforced these findings, showing the model's effectiveness in correctly identifying defective cells, which is paramount in preventing the deployment of faulty PV modules..
Table 3. Performance Metrics
	Model
	Accuracy
	Precision
	Recall
	F1-Score

	Custom CNN
	89.47%
	90.72%
	89.38%
	90.04%

	InceptionV3
	90.88%
	88.85%
	92.38%
	90.58%



In conclusion, while both models perform admirably, the InceptionV3 model demonstrates a slight edge, particularly in Recall, which could make it the preferred choice in applications where the cost of false negatives is high. The study's results suggest that advanced architectures like InceptionV3 can significantly benefit photovoltaic cell analysis and defect detection, which is a vital step in the quality assurance process..
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(a) Custem CNN                                                                                                     (b) InceptionV3
Figure 5. Confusion matrix 
4.1 Comparison with Previous Works
Using the same dataset as in our study, we conducted a comparative analysis of our results with those of recently developed approaches in the field of defective PV module cell classification. The outcomes, as presented in Table 4, reveal that our proposed models achieved an accuracy of 89.47% for the Custom CNN and 90.88% for the InceptionV3 model. This comparison with prior studies highlights the advancements and effectiveness of our models:
Table 4. Comparison with Previous Works
	References
	Method
	Dataset
	ACC

	[7]
	SVM
	solar cell
	82.44

	[7]
	CNN
	solar cell
	88.42

	[13]
[14]
[14]
This study
This study
	CNN
L-CNN
DFB-SVM
Custom CNN model
InceptionV3 model
	solar cell
solar cell
solar cell
same as used
same as used
	74.75
89.33
94.52
89.47
90.88



5.	Conclusions
Our study explored the use of artificial intelligence in the renewable energy sector, focusing on the inspection of photovoltaic (PV) cells for defects, which is critical for maintaining their efficiency. We addressed the limitations of traditional manual inspections by developing and comparing two machine learning models: a custom-built Convolutional Neural Network (CNN) and an adapted InceptionV3 model. Both models were trained on electroluminescence images of PV cells and performed binary classification tasks. The custom CNN model achieved an accuracy of 89.47%, while the more complex InceptionV3 model achieved slightly higher accuracy at 90.88%. This comparison demonstrates the potential of both custom-designed and pre-trained deep learning models in automating PV cell inspection, enhancing precision, and reducing costs. Our findings support the further integration of AI in renewable energy, indicating a future where sustainable energy is improved through computational intelligence.
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